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Models 
Neural Networks 

NN models are good at processing large datasets to find  
relationships or patterns in the data. This was one of the models 
used by the article to evaluate if the zircon sample was taken from 
a porphyry deposit that was fertile with valuable metals. In general 
Neural Networks typically do better with more samples provided 
however this is only true if “good’ samples or samples that  
accurately contain the relationship between different samples are 
provided. In the paper to preserve the integrity of the data the  
authors removed the “bad” samples which contained outliers or was 
missing element values. In our study we wanted to see if there was 
a way to preserve the integrity of the data without throwing away 
the samples. We predict that some of our imputations would  
improve the accuracy and predictability of this model. 

Logistic Regression 
This model is considered the baseline model for  classification 
problems. Although it is sensitive to outliers, the size of a dataset 
is not a factor when trying to classify with Logistic regressions. 
This makes it a perfect the model to judge how much noise or 
meaningless data is added to the dataset when we impute values.  

Background/Purpose 
Since copper is a great conductor of heat, renewable energies like 
wind and solar farms will require huge amounts of the metal.  
Subsequently, making copper a high demand commodity for  
renewable energy in the future. Currently the best location to  
collect copper from is porphyry deposits located near volcanoes. 
However, not all porphyry deposits are fertile or filled with  
valuable metals. In the paper “Application of machine learning to 
characterizing magma fertility in porphyry Cu deposits,”  S. Zou and 
his team showed that through the analysis of zircon geochemistry, 
machine learning models of Neural Network and gradient boosted 
decision trees were able to generate highly accurate models to  
separate fertile and infertile pophry copper locations.  
As noted in the paper the most difficult part of creating these 
models was the collection of the data samples. One of the most 
basic rules of machine learning is that only “good” data will result in 
a “good” output from the model. In the manner of zircon  
geochemistry a “good” sample would be a sample that contains all  of 
the following 19 elements (La, Pr, Ti, Nd, Er, Tm, Y, Hf, Eu, Sm, Gd, 
Ce, Dy, Lu, Tb, Th, Ho, Yb, U) along with containing no outliers in any 
of the elements mentions. This stringent set of requirements 
scoured our 3000 sample sized dataset until only 1300 usable  
samples were available. Zircon geochemistry is not an easy process, 
so losing half of the sample size in each batch is a  terrible  
inefficiency, however it is better than the alternative, which is the 
cost to mine in an infertile porphyry copper deposit.The paper 
proves that using machine learning on zircon geochemistry samples 
can accurately predict whether porphyry deposits are fertile with 
copper (S. Zou). In our study we wanted to expand on this concept 
by trying to alleviate one of the primary inefficiencies of the  
previous model, the removal of zircon samples. Our research at-
tempts to see if we could preserve samples by using the SciPy  
imputation library to find the missing values of the different  
elements and to see the effect of such a change on the end  
behavior on different machine learning models. 

Porphyry Deposits 

Conclusion 
In our study, we used three imputation techniques to compare the  
techniques with how closely we could preserve the integrity of the original 
dataset. We used KNN, univariate, and multivariate imputation to observe 
the differences it creates among the end behavior of the models.  
Univariate imputation implies that there is no relationship between the 
missing values and the other features in the dataset. By choosing the  
median to replace the missing values, it is able to preserve the distribution 
of the data. Multivariate imputation is useful there is a relationship  
between the missing values and the other features in the dataset. However, 
it can be prone to noise when the relationship between the variables is  
clustered. KNN imputation, like, multivariate imputation is useful when 
missing values are not random. It predicts missing values based on the  
values of the k-nearest data points in the dataset. This technique can  
preserve relationships between clustered data points. Looking at the  
Logistic Regression model we notice the most accurate model is the original 
dataset. The next accurate  logistic model is the KNN dataset. This tells us 
that among the three imputations, KNN is the closest to the original  
dataset implying that the relationship between fertile deposits and  
infertile deposits are clusters. The most accurate model for the NN was 
the multivariate model with the accuracy of 85 percent followed by the 
other three methods which have an around 80 percent. However we can not 
say the multivariate model is the best model since it has a high value for its 
loss function. In general we found that imputation missing values decreases 
the loss function in the NN model which can be seen in the fact that the 
highest loss value is recorded by the original dataset which is the smallest. 
The two functions with the lowest loss function was the univariate  
imputation and the KNN imputation. Looking at the two models KNN seems 
to be the best general imputation technique for this dataset since it closely 
models the original dataset and has the least loss value. However it is clear 
that there are better imputation alternatives since both the original  
dataset and multivariate dataset outperformed the KNN imputation.  
Therefore it is important to know what your models need before choosing 
an imputation technique. 


