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Abstract

The success of drilling a well for geothermal, oil, and gas purposes are quantified by how quickly the desired depth is reached. The progress of a drilling operation is determined by the drill bits rate of penetration (ROP). In our research we use machine learning
models to make the drilling process more efficient by predicting the ROP considering the weight on bit (WOB), revolutions per minute (RPM), surface torque, and flow rate. Using data from [1], we cleaned, integrated, and performed exploratory data analysis to train
regression models that we evaluated and improved. We concluded that the model best applicable is Random Forest because of its efficiency in training time, memory consumption, and simplicity.

Motivation
•Optimize ROP prediction

–Train machine learning models to predict ROP in drilling operations

•Decide the best model to deploy

–Highest score values –Least computational time

Correlation Analysis

Log Transformation

Results

After evaluating several machine learning models on our dataset, we have identified
RandomForest as the best model for our dataset. This model achieved the highest
R2 score of 0.9358 and the lowest RMSE of 0.2320. Random Forest is an ensemble learn-
ing method that uses multiple decision trees to make predictions, which results in a more
accurate and stable model compared to other models. In our case, we used 200 trees with
the Gini impurity criterion. We recommend using this model for future predictions on
our dataset.

Model Evaluation

Results Summary

Processor: Intel(R) Core(TM) i5-9600K CPU @ 3.70GHz 3.70 GHz

Installed RAM: 16.0 GB

System type: 64-bit operating system, x64-based processor

Conclusion & Future Work

Random forest produced results with the least amount of errors out of every model
utilized. One feature to be incorporated for future work would be depth when dealing
with data from more than one oil well. The model could then be better utilized for
predictions on larger data sets from multiple oil well sources.
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